&% e g KB
HONG KONG BAPTIST UNIVERSITY

H T L REF Tencent
. The Chinese University of Hong Kong Al Lab

Does Invariant Graph Learning via Environment
Augmentation Learn Invariance?

Yonggiang Chen
CUHK, Tencent Al Lab

with Yatao Bian, Kaiwen Zhou, Binghui Xie, Bo Han, and James Cheng



Out-of-Distribution Generalization on Graphs

OQOD generalization on graphs is fundamentally more challenging than that on Euclidean data:

fann( w b, {O0O}) = “House”

average precision = 27.2%
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Out-of-Distribution Generalization on Graphs

Invariant graph representation learning aims to identify an invariant subgraph among graphs from
different environments or domains:

Environment #1: Class “House”
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Environment #2: Class “House”
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Out-of-Distribution Generalization on Graphs

Invariant graph representation learning aims to identify an invariant subgraph among graphs from
different environments or domains:

Environment #1: Class “House”

Hidden layer
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Environment #2: Class “House”

m M Extracted Invariant Subgraph

Extractor Classifier House
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The “Free Lunch Dilemma” in OOD Generalization on Graphs

However, the environments or domains: information are usually expensive to obtain for graph
structured data:

Environment #7?: Class “House”

Hidden layer

................
..................
'''''

Extractor Classifier House

Environment #7?: Class “House”

m m Extracted “Invariant” Subgraph
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Is it possible to augment the environment information
to enable OOD generalization on graphs?



The “Free Lunch Dilemma” in OOD Generalization on Graphs

Let us considering the data generative model with Partial Informative Invariant Features:

Spurious correlation Invariant correlation

. (Yu et al., 2021, Miao et al., 2022;)



The “Free Lunch Dilemma” in OOD Generalization on Graphs

One line of works aim to generate new environments based on the existing extracted subgraphs:

Environment #1: Class “House”

Hidden layer

Environment #3: Class “House”

Hidden layer
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The “Free Lunch Dilemma” in OOD Generalization on Graphs

One line of works aim to generate new environments based on the existing extracted subgraphs:
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The “Free Lunch Dilemma” in OOD Generalization on Graphs

Another line of works aim to infer environment labels for learning the underlying invariance:

Environment #?: Class “House” Environment #1: Class “House”
Inference
Environment #?: Class “House” Environment #2: Class “House”
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The “Free Lunch Dilemma” in OOD Generalization on Graphs

Another line of works aim to infer environment labels for learning the underlying invariance:

~ ~
/7
¢/ Environment #?: Class “Grid”

Environment #7?: Class “Grid” Environment #2: Class “Grid”
» What if the underlying

\ ; Invariant subgraph is
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11 (Lietal, 2022 Yang et al., 2022)
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Impossibility Results for OOD Generalization on Graphs

OQOD generalization on graphs is fundamentally more challenging than that on Euclidean data:

Environment #7?: Class “House”
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Environment #7?: Class “House”
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No Free Lunch in Graph OOD (Informal)
It is fundamentally impossible to identify the
underlying invariant subgraph without further
inductive biases.
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What are the minimal sufficient inductive biases
for invariant graph representation learning?



Failures of Environment Generation

How can we address environments generation failures?

Environment #7?: Class “House”

14

Assumption 1 (Variation Sufficiency)
For any spurious subgraph, there exists
two underlying environments, such

that the spurious correlation varies.

Hidden layer Hidden layer
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Failures of Environment Inference

How can we address environment inference failures? _
Assumption 2
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Invariant Graph Learning with Minimal Assumptions

How can we address environment inference failures?

Assumption 1 (Variation Sufficiency) Environment Generation?

For any spurious subgraph, there exists A~
two underlying environments, such Kj)

that the spurious correlation varies.
Environment Inference?

@ *More assumptions needed!

Assumption 2 (Variation Consistency)
For all environments, either spurious
correlation is stronger or weaker.

16 "ZIN: When and How to Learn Invariance by Environment Inference?



https://openreview.net/forum?id=pUPFRSxfACD

Invariant Graph Learning with Minimal Assumptions

How can we address environment inference failures?

Assumption 1 (Variation Sufficiency) Environment Generation?
For any spurious subgraph, there exists - |
two underlying environments, such <Q~) More assumptions needed!

that the spurious correlation varies.
Environment Inference?

Spurious correlation stronger:

Assumption 2 (Variati ISt
umption 2 (Variation Consistency) a DisC (Fan et al., 2022)

For all environments, either spurious
correlation is stronger or weaker.

$ Invariant correlation stronger:
CIGA (Chen et al., 2022)
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GALA: invariant GrAph Learning Assistant

To begin with, we need to first understand the reasons for the failures of CIGA:

Training Data Supervised Contrastive Learning
“House” i “Cycle”
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GALA: invariant GrAph Learning Assistant
Improving the contrastive invariant subgraph extraction via an Environment Assistant:

Training Data Proxy Predictions
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GALA: invariant GrAph Learning Assistant

Consider the following dataset dominated by spurious features:

Step 1. Obtain Environment Assistant Predictions

Bl
s i N, & .Q
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GALA: invariant GrAph Learning Assistant

Consider the following dataset dominated by spurious features:

«Cycle”
*s, Step 2. Contrasting samples from the positive
and negative graphs with the same class
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Proof-of-Concept Experiments

22

Theorem 1 (Informal)

Given the same data generation process, and the aforementioned variation sufficiency
and variation consistency assumptions, when the environment assistant model learns
properly distinguishes the variations of the spurious subgraphs, GALA provably

identifies the invariant subgraph for OOD generalization.

Stronger invariant

correlations

e e ~, o T T T e - - —y

Datasets | {0.8,0.6] {0.8,0.7)%. 7{0.8,09} {0.7,09} Avg. A
ERM I 77.33+0.47 75.65:t1.62|| 51.37+1.20 42.73+382 61.77 !
IRM | 7832:0.70 75.13z0.77) 50.76+256 4132:250 6138 |
V-Rex | 77.69+0.38 74.96+1.40) 49.47+336 41.65+278 6094 |
IB-IRM | 78.00+0.68 73.9310.79|I 50.93+1.87 42.05+0.79 6123 |
EIIL | 76.98+1.24 74.2511.744 51.45+4.92 39.71+264 60.60 |
XGNN | 83.84+0.59 83.05+0.201y 53.37+1.32 38.28+1.71  64.63 :
GREA | 82.86+0.50 82.72:&0.50“ 50.34+1.74 39.01+121 63.72 |
GSAT I 80.54+0.88 78'11i1'23ll 48.63+2.18 36.62+0.87 63.32
CAL | 76.98+6.03 62.95:!:8.58“51.57:1:6.33 46.23+3.93 5943 |
MoleOOD| 49.93+2.25 49.85+7.31) 38.49+4.25 34.81+1.65 43.27 |
GIL | 83514041 82.67+118 | 51761432 40.07+261 64.50 |
DisC | 60.47+17.9 54.29:I:15.0||45.06:I:7.82 39.42+8.50 50.81 |
CIGA | 34.03+0.53 83.21:I:O.30|| 57.87+3.38 43.62+3.20 67.18 |
GALA | 84.27+0.34 83.65+0.44 | 76424353 72.50+1.06 79.21 |
Oracle  \ 84.73+03s 85.42i0.25ll_\\84.28i0.15 78.38+0.19 /

Stronger spurious
correlations



Real-World Experiments

GALA consistently improves the OOD generalization performance under various real-world graph

distribution shifts on a number of realistic graph benchmarks:

Datasets EC50-Assay ECS50-Sca ECS50-Size  Ki-Assay Ki-Sca Ki-Size CMNIST-sp Graph-SST2 Avg.(Rank)'
ERM 7642+1.59 64.56+1.25 61.61+1.52 74.61+2.28 69.38+1.65 76.63+1.34 21.56+5.38 81.54+1.13  65.79 (6.50)
IRM 77.14+2.55 64.32+0.42 62.33+0.86 75.10+3.38 69.32+1.84 76.25+0.73 20.25+3.12 82.52+0.79  65.91 (6.13)
V-Rex 75.57+2.17 64.73+0.53 62.80+0.89 74.16+1.46 71.40+2.77 76.68+1.35 30.71+11.8 81.11+1.37  67.15(5.25)
IB-IRM 64.70+2.50  62.62+2.05 58.28+0.99 71.98+3.26 69.55+1.66 T70.71+1.95 23.58+7.96 81.56+0.82  62.87 (10.6)
EIIL 64.20+5.40 62.88+2.75 59.58+0.96 74.24+2.48 69.63+1.46 76.56+1.37 23.55+7.68 82.46+1.48  64.14 (8.00)
XGNN 72.99+2.56  63.62+1.35 62.55+0.81 72.40+3.05 72.01+1.3¢ 73.15+2.83 20.96+8.00 82.55+0.65  65.03 (7.13)
GREA 66.87+7.53  63.14+2.19 59.20+1.42 73.17+1.80 67.82+4.67 73.52+2.75  12.77+1.71 82.40+1.98  62.36 (10.1)
GSAT 76.07+1.95 63.58+1.36 61.12+0.66 72.26+1.76 70.16+0.80 75.78+2.60 15.24+3.72 80.57+0.88  64.35 (8.63)
CAL 75.10+2.71  64.79+1.58 63.38+0.88 75.22+1.73 T71.08+4.83 72.93+1.71  23.68+4.68 82.38+1.01 66.07 (5.38)
DisC 61.94+7.76  54.10+5.69 57.64+1.57 54.12+8.53 55.35+105 50.83+9.30 50.26+0.40 76.51+2.17  56.59 (12.4)
MoleOOD  61.49+2.19  62.12+1.91 58.74+1.73 75.10+0.73 60.35+11.3 73.69+2.29 21.04+3.36 81.56+0.35  61.76 (10.0)
GIL 70.56+4.46  61.59+3.16 60.46+1.91 75.25+1.14 70.07+4.31 75.76+2.23 12.55+1.26 83.31+0.50  63.69 (8.00)
CIGA 75.03+2.47  65.41+1.16 64.10+1.08 73.95+2.50 71.87+3.32 7T74.46+2.32 15.83+2.56 82.93+0.63  65.45 (5.88)
GALA 77.56+2.88  66.28+0.45 64.25+1.21 77.92+2.48 73.17+088 77.40+2.04 68.94+0.56 83.60+0.66 73.64 (1.00)
Oracle 84.77+0.58  82.66+1.19 84.53+0.60 91.08+1.43 88.58+0.64 92.50+0.53 67.76+0.60 91.40+0.26

T Averaged rank is also reported in the parentheses because of dataset heterogeneity. A lower rank is better.
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.i.yﬁéggé‘éslwé’g%‘-‘?éﬁﬁ A Short Summary of GALA

We conducted a retrospective study on the faithfulness of the augmented environment

information for OOD generalization on graphs.

By showing the impossibility results, we developed a set of minimal assumptions
for feasible invariant graph learning.

we proposed a provable feasible approach GALA under the assumptions.
Extensive experiments with 11 datasets verified the superiority of GALA.
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